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Abstract. Abortable mutual exclusion is a variant of mutual exclusion,
where processes are allowed to abort their invocations while waiting to
enter the critical section. In this paper, we present an FCFS abortable
mutual exclusion algorithm with bounded time and space, in which each
invocation performs O(k2) RMAs if at most k processes abort. We define
an object type, S-HAD, from which it is easy to construct local-spin
abortable mutual exclusion algorithms. Our main contribution is a wait-
free implementation of an S-HAD object. We also develop a new, wait-
free memory reclamation method, which generalizes reference counting,
to achieve bounded space. The resulting algorithm uses O(N2) shared
variables, each with O(log N) bits, where N is the number of processes.

1 Introduction

Abortable mutual exclusion [13] is a variant of classical mutual exclusion [5],
in which a process performing a trying protocol to enter the critical section is
allowed to stop waiting for the critical section to become available by performing
an abort protocol, which returns the process to the remainder section within a
bounded number of steps. Abortable mutual exclusion can be useful in real-time
applications or in parallel database systems because, in these systems, users may
want to abort any operation that takes too long [13].

In shared memory models, processes communicate with each other only via
shared variables, so waiting processes must keep accessing shared variables until
they stop waiting. Such busy-waiting may cause processes to perform an un-
bounded number of steps during the trying protocol. In the distributed shared
memory (DSM) and cache-coherent (CC) models, the cost for a process to access
its own local shared memory or cache is considered to be much less than the cost
to access memory located remotely. Hence, in these models, counting only remote
memory accesses (RMAs, also known as remote memory references) is a good
measure of the time complexity of an algorithm. To achieve a bounded num-
ber of RMAs, many papers about mutual exclusion have considered local-spin
algorithms. In such algorithms, each process accesses only a bounded number
of RMAs while busy-waiting. In this paper, we restrict attention to local-spin
algorithms.
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In some classical mutual exclusion algorithms, such as the Bakery algorithm
[10], which are not local-spin, all waiting processes wait for the same shared
variable to change. Then a process can abort by simply announcing that it is no
longer trying. Scott and Scherer [13] proposed two first-come-first-served (FCFS)
local-spin mutual exclusion algorithms that allow waiting processes to abort. In
their first algorithm, each process waits for a change in a certain shared variable
associated with its predecessor (the last process that was enqueued before it).
This algorithm is local-spin in the CC model. In their second algorithm, each
waiting process first announces itself to its predecessor and then waits for a
certain locally stored variable to change value. This algorithm is local-spin in
the DSM model. In these algorithms, processes in the trying protocol form a
queue and each waits for a signal from its predecessor. In Scott and Scherer’s
algorithms, each process enters the critical section within O(1) RMAs when no
process aborts. However, their abort protocol contains a waiting period in which
an aborting process performs handshakes with its predecessor and successor in
the queue, so it may not terminate the abort protocol within a bounded number
of steps.

Later, Scott [12] eliminated this waiting period in the abort protocol: He pre-
sented two FCFS local-spin abortable mutual exclusion algorithms in which a
process aborts within a bounded number of its own steps. When no processes
abort, each invocation performs only a constant number of RMAs in the try-
ing protocol. However, when two or more processes repeatedly abort without
removing themselves from the queue of waiting processes and then re-enter the
trying protocol, the length of the queue may become unbounded. Hence, these
algorithms use unbounded space. The number of RMAs a process performs in
the trying protocol can be as large as the number of consecutive times processes
began the trying protocol immediately beforehand and subsequently aborted
[12,9]. This can be arbitrarily large, since a process can repeatedly enter the try-
ing protocol and abort. However, the bad situation is only achieved when each
invocation that aborts decides to do so before its predecessor begins the abort
protocol.

In Section 2.4 of [12], Scott described a simple abortable mutual exclusion
algorithm with Θ(N) space. This algorithm also uses a queue. When a process
starts its trying protocol, it enqueues an element, and waits for the value of its
predecessor in the queue to change. When a process aborts, it changes the value
of the element it last enqueued. If this process re-enters the trying protocol, then
it checks whether the element it last enqueued has been accessed and, if not, it
reclaims this element, instead of enqueuing a new element. However, in this
algorithm, a process can perform an unbounded number of RMAs in the trying
protocol. For example, suppose process p is the predecessor of another process
q in the queue, and q is waiting for the value of p’s element to be changed.
When p aborts, it changes the value of its element. If it re-enters the trying
protocol and reclaims the same element, it changes the value of the element
back to its previous value. Even if q did not notice p’s abort, q’s next read of
p’s element generates a cache miss. Thus, if p aborts and re-enters the trying
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protocol, reclaiming the same element an unbounded number of times, q may
perform an unbounded number of RMAs while waiting. Thus this algorithm is
not local-spin or FCFS.

There are two previously known FCFS local-spin abortable mutual exclusion
algorithms with bounded space in which each process performs a bounded num-
ber of RMAs for each entry to the critical section: Jayanti [9] uses registers and
LoadLinked/StoreConditional (ll/sc), and Danek and Lee [3] use only registers.
Jayanti’s algorithm performs Θ(min(k, log N)) and Danek and Lee’s algorithm
performs Θ(N) RMAs for each entry to the critical section, where N is the num-
ber of processes and k is the contention, i.e., the number of processes that are
trying to enter the critical section at the same time. Danek and Lee also pre-
sented a local-spin abortable mutual exclusion algorithm with Θ(log N) RMAs
that does not satisfy FCFS. Since any mutual exclusion algorithm using only
registers and comparison primitives, such as compare and swap or ll/sc, re-
quires Ω(log N) RMAs in the worst case for each entry to the critical section [2]
and, since mutual exclusion is a special case of abortable mutual exclusion, both
Jayanti’s algorithm and Danek and Lee’s Θ(log N) algorithm are optimal.

In the worst case, each process performs fewer RMAs in Jayanti’s algorithm
than in Scott’s local-spin algorithms. However, if the number of consecutive
aborts is o(log N), then Scott’s algorithms are better in terms of the number of
RMAs. A natural question is whether there exists a local-spin abortable mutual
exclusion algorithm that preserves all of the merits of Scott’s algorithms, but
uses only bounded space and performs a bounded number of RMAs in the worst
case.

In this paper, we present a new FCFS local-spin abortable mutual exclusion
algorithm for the CC model. It uses O(N2) space and a process performs O(k2)
RMAs to enter the critical section, where k is the number of processes that
began the trying protocol immediately beforehand and subsequently aborted.
The worst case is only achieved when each invocation returns to the remainder
section and re-enters the trying protocol before its predecessor begins the abort
protocol.

For modularity, we first define an object type, S-HAD, from which it is easy
to construct a local-spin abortable mutual exclusion algorithm. S-HAD is a se-
quence that supports Head, Append, and Delete, but with two restrictions: Each
process can own at most one element in the sequence at a time and only the
owner of an element can perform these three operations on it.

We give two wait-free implementations of an S-HAD object. Our first imple-
mentation has O(N2) RMA complexity but uses unbounded space. Then, we
extend it, using a generalization of reference counts, to achieve O(N2) space
complexity as well. Our new memory reclamation method is wait-free and very
efficient in terms of RMAs. It uses only standard operations (test and set,
fetch and add, fetch and store, read and write) on O(log N) bit words,
and each process performs O(1) RMAs for recycling a record. In contrast, Detlefs
et al.’s reference counting method [4] uses double compare and swap, which
is not available in most systems, and Valois’s reference counting method [14]
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allows processes to access a freed record or a recycled record, which would cause
a significant increase in the RMA complexity of our algorithm. With hazard
pointers [11], to reuse a record, a process must read the hazard pointers of all
other processes, which takes Θ(N) RMAs. Herlihy et al. [7] proposed a refer-
ence counting method similar to hazard pointers. Their method also takes Θ(N)
RMAs. Since we want each process to perform a small number of RMAs if aborts
are rare, we needed to develop a new memory reclamation method.

Section 2 formally defines abortable mutual exclusion and describes the system
model. Section 3 defines S-HAD, gives an abortable mutual exclusion algorithm
based on S-HAD, and proves the correctness of the algorithm. Section 4 presents
our unbounded space implementation of S-HAD, and Section 5 presents our
bounded space implementation of S-HAD. Complete proofs of correctness of the
algorithms in Sections 4 and 5 appear in the full paper.

2 Preliminaries

In an abortable mutual exclusion algorithm, processes that want to access the
critical section first execute the trying protocol. After completing the trying
protocol, a process enters the critical section. When it finishes the critical section,
it then performs the exit protocol, and finally returns to the remainder section.
If a process must wait in the trying protocol and wants to abort, it performs
the abort protocol, and then returns to the remainder section. We assume no
process failures.

An algorithm solves the abortable mutual exclusion problem, if it satisfies the
following properties:

Mutual Exclusion: At most one process is in the critical section at any time.
Lockout Freedom: If a process p starts executing the trying protocol and keeps
taking steps in the trying protocol without aborting, then it will eventually enter
the critical section.
Bounded Exit: If a process starts executing the exit protocol, then it returns
to the remainder section within a bounded number of its own steps.
Bounded Abort: If a process starts executing the abort protocol, then it re-
turns to the remainder section within a bounded number of its own steps.

The First-Come-First-Served (FCFS) property [10] is a strong fairness condi-
tion in which processes enter the critical section in roughly the same order they
enter the trying protocol. Although it is not a requirement of abortable mutual
exclusion, most mutual exclusion algorithms in which each process performs O(1)
RMAs to enter the critical section satisfy this property.
FCFS: The doorway is a bounded section of code that begins the trying protocol.
If a process p finishes executing the doorway before a process q begins executing
the doorway, and p does not abort, then p enters the critical section before q
does.

In this paper, we consider the asynchronous cache-coherent (CC) model with
N processes [1]. The CC model is a shared memory model in which each process
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has its own local cache. In this model, processes perform atomic operations
on shared variables. We divide all atomic operations into two classes: trivial
operations, which cannot change the value of a shared variable, and non-trivial
operations, which may change the value of a shared variable. read is an example
of a trivial operation. write, fetch and store and compare and swap are
examples of non-trivial operations.

When a process p performs a trivial operation on a shared variable, it first
checks its own cache. If p has a valid cached copy of the shared variable (i.e.
no other process has performed a non-trivial operation on the shared variable
since p last accessed the shared variable and copied it to its cache), the trivial
operation does not generate an RMA. If p does not have a valid cached copy of
the shared variable (either because p has not accessed the shared variable before
or because another process has performed a non-trivial operation on the shared
variable after p’s last access of the shared variable), then p accesses the shared
variable from remotely located shared memory and copies the variable to its own
cache. This generates an RMA. When p performs a non-trivial operation on a
shared variable, even if the value of the variable does not change, the system
invalidates all other cached copies of the variable, which generates an RMA.

A passage is the sequence of steps performed by a process from when it begins
the trying protocol until it next returns to the remainder section by finishing
the exit or abort protocol. Our complexity measure is the worst case number of
RMAs performed in the trying, exit, and abort protocols in any passage.

3 S-HAD and Abortable Mutual Exclusion

An S-HAD is a sequence of elements, each owned by a different process. A process
can perform the following operations on an element that it owns:

Head(R): returns TRUE if element R is at the beginning of the sequence.
Append(R): appends element R to the end of the sequence.
Delete(R): deletes element R from the sequence.

Append(R) may be called only when R is not in the sequence, and Delete(R)
may be called only when R is in the sequence. Thus, element R occurs in the
sequence if and only if Delete(R) has not been performed since Append(R) was
last performed. Head(R) is TRUE if and only if R occurs in the sequence and
each element X that was appended before R has been deleted from the sequence.

We can easily build an abortable mutual exclusion algorithm using a lineariz-
able implementation of an S-HAD object. When a process tries to enter the
critical section, it appends a new element to the S-HAD object. Then the pro-
cess keeps performing Head until its element is at the head of the S-HAD object.
When Head returns TRUE, the process enters the critical section. When the
process finishes the critical section or wants to abort, it deletes the appended
element from the S-HAD object. The detailed algorithms TryingProtocol, Exit-
Protocol and AbortProtocol appear in Figure 1. GetNewElement is a function
that returns a new element. This may be a system call that allocates a memory
location for an element or a function that returns an element from a free list.
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TryingProtocol()

T1: R := GetNewElement()
T2: Append(R)
T3: while ¬ Head(R) do
T4: if the process wants to abort, perform AbortProtocol()

end while

ExitProtocol() / AbortProtocol()

E1: Delete(R)

Fig. 1. Abortable Mutual Exclusion Algorithm

To prove the correctness of this abortable mutual exclusion algorithm, we
show that only the process whose element is at the head of the sequence enters
the critical section. We also show that any appended element eventually becomes
the head of the sequence if it is not deleted. If process p gets an element R on
line T1, we say owner(R) = p.

Observation 1. If a process p is in the critical section, then the element R at
the head of the sequence is owned by p.

An operation is wait-free if a process performs the operation within a bounded
number of its own steps. Since any abortable mutual exclusion algorithm must
satisfy the bounded exit and bounded abort properties, Delete must be wait-
free. If GetNewElement, Append and Head are also wait-free, then the while
loop starting on line T3 is the only waiting period. In this case, the algorithm
in Figure 1 is an FCFS abortable mutual exclusion algorithm.

Theorem 1. Given wait-free implementations of an S-HAD object and Get-
NewElement, the algorithm in Figure 1 is an FCFS abortable mutual exclusion
algorithm.

Proof. The mutual exclusion property follows from Observation 1. Since Delete is
wait-free, the algorithm satisfies the bounded abort and bounded exit properties.
To prove lockout freedom, suppose that there exists an infinite execution E in
which some set of processes, P , keep performing TryingProtocol without entering
the critical section or performing AbortProtocol.

Since GetNewElement and Append are wait-free, each process p in P eventu-
ally gets a new element, Rp, on line T1 of its last invocation of TryingProtocol,
and finishes performing Append(Rp) on line T2. Since p does not perform Exit-
Protocol or AbortProtocol after its last invocation of TryingProtocol, p does not
subsequently perform Delete(Rp). Let R = {Rp|p ∈ P}. Let X be the element in
R appended earliest, and let p ∈ P be the process that performed Append(X).

By definition, any invocation that last appended an element S before X either
eventually enters the critical section and performs ExitProtocol, or eventually
performs AbortProtocol. Hence, the invocation eventually performs Delete(S).
Thus, eventually, X becomes the head of the sequence and Head(X) returns
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TRUE. Since p keeps performing TryingProtocol without performing Abort-
Protocol, it performs Head(X) infinitely many times. Thus, p will eventually
enter the critical section. This contradicts the assumption that p ∈ P , so the
algorithm satisfies lockout freedom.

Since GetNewElement and Append are wait-free, each process performs lines
T1 and T2 within a bounded number of its own steps. Let the doorway be lines
T1 and T2. If process p finishes Append(R) before process q starts an invocation
of GetNewElement that returns R′, then R is appended before R′. Thus, if p does
not abort, R reaches the head of the sequence before R′. Then, by Observation
1, p enters the critical section before q. Hence, the resulting abortable mutual
exclusion algorithm satisfies the FCFS property. ��
In some systems, allocating a memory location may not be wait-free. However,
the algorithm in Figure 1 still solves abortable mutual exclusion if GetNewEle-
ment satisfies the following properties: a process that invokes GetNewElement
eventually completes GetNewElement and a process that invokes GetNewEle-
ment but wants to return to the remainder section before it completes can do
so within a bounded number of its own steps. These properties are required for
lockout freedom and bounded abort, respectively.

For this algorithm to be local-spin, Head must be implemented carefully. The
RMA complexity of one passage is the sum of the RMAs performed during one
execution of each of GetNewElement, Append and Delete, and an unbounded
number of executions of Head. Thus, in the DSM model, if Head contains even
a single RMA, then the resulting algorithm is not local-spin. However, in the
CC model, when a process reads a shared variable, it copies its value to its local
cache. Hence, even if Head contains remote memory reads, subsequent calls of
Head by process p do not generate RMAs unless another process performs a
non-trivial operation on a shared variable p reads in Head.

In the next two sections, we present wait-free, linearizable implementations
of an S-HAD object shared by N processes such that any number of calls of
Head(R) between a call of Append(R) and the subsequent call of Delete(R)
generate only a bounded number of RMAs in the CC model. Moreover, if each
element is deleted only when it is at the head of the sequence, this number of
RMAs is bounded above by a small constant. Our first implementation is simpler
but uses unbounded space, and our second implementation uses bounded space.

4 A Simple Implementation of S-HAD

In this section, we present a simple implementation of an S-HAD object. De-
tailed pseudo-code is given in Figure 2. Note that the lines are not consecutively
numbered. This is so each line has the same number as in the bounded space
implementation in Section 5.

We begin by explaining the overall structure of the implementation. An S-
HAD object is represented by an intree of records, one per element, each with
a pointer, pred, which is either NIL or points to another record, and a flag, del.
The root of the tree is a dummy record, which is never deleted, whose del field is
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always ‘head’ and whose pred field is always NIL. For every other record R, the
field R.del indicates whether the element it represents is in the S-HAD sequence
or has been logically deleted. The initial value of R.del is FALSE, and it becomes
TRUE when the owner of R performs line D1 of Delete(R). The field R.pred
points to another record that was appended before R. Thus, the records form
an acyclic graph rooted at the dummy record. There is a fetch and store (or
swap) object, Tail, that initially points to the root. To perform Append(R),
a process atomically reads Tail and updates Tail to point to R on line A2 of
Append(R). Hence, Tail always points to the record that was appended most
recently.

When a process wants to know whether the element represented by its record
R is at the head of the sequence, it repeatedly updates R.pred until it points
to a record that has not been deleted. This is done by Update(R). Then, the
element represented by R is at the head of the sequence if and only if R.pred
points to the dummy record.

A process logically deletes its record R by setting R.del to TRUE. Then it
calls Update(R) one more time to ensure that R does not point to another log-
ically deleted record. This is necessary because, otherwise, a sequence with two
records that are preceded by arbitrarily many logically deleted records between
them and the dummy record can be created by repeatedly deleting the second
last record and then appending a new record.

At any point during an execution, the state of the S-HAD object is the se-
quence of records R for which line A2 of Append(R) has been performed and
R.del = FALSE. This sequence is ordered by the time at which line A2 of
Append(R) was performed. All records that represent elements in the S-HAD
sequence are on the same path to the root and the one that is closest to the root
is at the head of the sequence.

We define the linearization point of Append(R) to be when line A2 is per-
formed. Immediately afterwards, R.del = FALSE. Hence, by performing line A2
of Append(R), the element represented by R is appended to the end of the se-
quence. The element represented by R is removed from the sequence when R.del
is set to TRUE on line D1. We define this to be the linearization point of Delete.
We define the linearization point of Head(R) to be when Update(R) returns on
line H1, which is when line U2 of Update(R) is performed with (*mypred).del �=
TRUE. The correctness of the implementation in Figure 2 follows from the next
two results.

Observation 2. At the linearization point of Head(R), let S be the record pointed
to by R.pred and let d = S.del. Then Head(R) returns TRUE if and only if S is
the dummy record. If Head(R) returns FALSE, then d = FALSE.

Lemma 3. Head(R) returns TRUE if and only if the element represented by
R is at the head of the sequence at the linearization point of Head(R).

Append(R) is wait-free, since it consists of only two atomic operations. Similarly,
Head(R) and Delete(R) are wait-free if Update(R) is wait-free. The following
lemma shows that Update is wait-free.
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shared variables:
type Record ( pred: pointer to a record ∪ { NIL }, initially NIL

del: { TRUE, FALSE, ‘head’ }, initially FALSE)
Record Dummy = (NIL, ‘head’)
Tail: pointer to a record, initially points to Dummy

private variables:
mypred, ppred: pointer to a record

Head(R :Record) % Precondition: R.del = FALSE, R.pred �= NIL
% Postcondition: returns TRUE, if R is the head of the list; otherwise, returns FALSE

H1: Update(R)
H2: mypred := R.pred
H3: return ((*mypred).del = ‘head’)

Append(R :Record) % Precondition: R.del = FALSE, R.pred = NIL

A2: mypred := fetch and store(Tail, &R)
A3: R.pred := mypred

Delete(R :Record) % Precondition: R.del = FALSE, R.pred �= NIL

D1: R.del := TRUE
D2: Update(R)

Update(R :Record) % Precondition: R.pred �= NIL

U1: mypred := R.pred
U2: while (*mypred).del = TRUE do
U3: ppred := (*mypred).pred
U5: R.pred := ppred
U9: mypred := ppred

end while

Fig. 2. An Implementation of S-HAD

Lemma 4. If no record is appended more than once, then the while loop of
Update(R) is not performed forever.

Proof sketch. In each execution of the while loop in Update(R), R.pred is up-
dated. Each time R.pred is updated, R.pred points to a record that was appended
earlier than the record it previously pointed to. Since the number of records that
were appended earlier than R is bounded, R.pred is updated a bounded number
of times. ��
Hence, the implementation in Figure 2 is wait-free. If GetNewElement is a wait-
free system call that always returns a new record, then, by Theorem 1, the
algorithm in Figure 1 using the implementation in Figure 2 is a correct FCFS
abortable mutual exclusion algorithm.

While R.pred does not change, any sequence of calls to Head(R) generates
at most three RMAs in the CC model: the first time owner(R) reads R.pred
and (*R.pred).del, and when (*R.pred).del changes from FALSE to TRUE. If
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all records are deleted in the same order as they are appended, which is the
case for our abortable mutual exclusion when no aborts occur, then R.pred
changes only once. Hence, in the abortable mutual exclusion algorithm using
this implementation of S-HAD, each process performs O(1) RMAs if no aborts
occur.

We say that a record R was deleted prematurely if R.pred did not point to
the dummy record when line D1 of Delete(R) was performed. In the abortable
mutual exclusion algorithm in Figure 1, each invocation that is aborted corre-
sponds to a prematurely deleted record. If k is the number of processes that
delete records prematurely, then we prove that the pred pointer of every record
changes O(k2) times.

Lemma 5. Let R′ be the last record that was appended prior to element R,
but was not prematurely deleted. If k′ is the number of different processes that
appended records between R′ and R inclusive, then the while loop of Update(R)
was performed at most k′(k′ + 3)/2 times between beginning Append(R) and
completing Delete(R).

Proof sketch. A record X is active if and only if the first line of Append(X) has
been performed, but the last line of Delete(X) has not yet been performed. Note
that, if the element represented by X is in the sequence, then X is also active,
but the converse may not hold after line D1 of Delete(X) has been performed.
After record X becomes inactive, X.pred does not change.

Suppose there is a sequence of records, W1, W2, . . . , Wj−1, Wj such that
Wi+1.pred points to Wi for 1 ≤ i < j. In this case, we say that there is a path from
Wj to W1. If all of W1, . . . , Wj are inactive, then Wi was active when Wi+1 be-
came inactive. Hence, Delete(Wi+1) was completed before Delete(Wi). In partic-
ular, Delete(Wj) was completed before Delete(W1). If owner(W1) = owner(Wj),
then Delete(W1) was completed before Wj was appended and hence, before
Delete(Wj) was completed. Thus, in this case, at least one of W1, . . . , Wj−1 is
active.

Since there are k′ different processes that appended an element between R′

and R inclusive during Update(R), the path from R to R′ contains � ≤ k′

active records, the first of which is R. If Yi is the ith active record between R′

and R, for i = 1, . . . , �, then the records between Yi and Yi+1 are all inactive.
It follows from the previous paragraph that each inactive record on the path
from Yi+1 to Yi has a different owner. Hence, the path from Yi+1 to Yi contains
at most k′ − i records. Also, the subpath from Y1 to R′ contains at most k′

records. Thus, the number of records on any path from R to R′ is at most
(k′− �+1)+(k′− �+2)+ . . .+(k′−1)+k′ + � = �(2k′− �+3)/2 ≤ k′(k′ +3)/2.
Since R′ was not prematurely deleted, R′.pred pointed to the dummy record
when R′.del was set to TRUE. Hence, immediately after R′ was logically deleted,
the path from R to the dummy record contained at most k′(k′+3)/2+1 records.
Therefore, R.pred was updated at most k′(k′ + 3)/2 times. ��
Excluding Update, each process performs O(1) RMAs during Append, Head,
and Delete. Lemma 5 implies that a process performs O(k2) RMAs between



374 H. Lee

beginning Append(R) and completing Delete(R). Thus, if GetNewElement takes
O(1) RMAs, the algorithm in Figure 1 using the implementation in Figure 2 has
O(k2) RMA complexity.

Theorem 2. Suppose GetNewElement takes O(1) RMAs. In the algorithm in
Figure 1 using the implementation in Figure 2, each process performs O(k2)
RMAs per passage, where k is the number of processes that began the trying
protocol immediately beforehand and subsequently aborted.

Since k is bounded by N , the worst case RMA complexity is O(N2). This worst
case can occur, but only if Θ(N) processes perform particular sequences of Ap-
pends and Deletes. A specific execution that generates the worst case is described
in the full paper.

5 An Implementation of S-HAD with Bounded Space

In the previous algorithm, even though records have been logically deleted from
the S-HAD object, processes can still access them to find out that they have
been deleted. Also, each time a process performs Append, it uses a new record.
Because logically deleted records are not deallocated, that algorithm uses un-
bounded space. However, eventually, a logically deleted record is no longer ac-
cessed, and we can safely reclaim the memory used by that record. To determine
when a logically deleted record is no longer accessed, we use a generalization of
reference counts. If the generalized reference count for a record becomes zero,
then the record can be physically deleted, since no process will subsequently
access the information in the record.

In simple reference counting, each record contains a counter and a record
can be physically deleted when its counter is zero. If record R points to record
X , record S points to Y , and a process wants to change R to point to the
same place as S, then it reads &Y from S, increments Y ’s counter, sets R
to &Y , and finally decrements X ’s counter. However, if Y ’s counter becomes
zero and Y is physically deleted between the first two steps, then the owner of
R will not notice this and may access the location in memory from which Y
was deleted. One way to prevent this is to perform the first two steps atom-
ically using double compare and swap (Detlefs et al. [4]). Unfortunately,
double compare and swap is not available in most systems.

Another approach is for the process to read S after it increments Y ’s counter
and, if S’s pointer has been changed, it decrements Y ’s counter instead of
changing R [14]. In this case, no other information in Y is accessed. However,
this method still allows access to the counter of a physically deleted record, so
the memory it occupies cannot be reclaimed by the system. Physically deleted
records can be put into a free list and reused in the future. However, when pro-
cesses access the counter of a free or recycled record, extra RMAs are generated.
Using this method in our algorithm increases the worst case RMA complexity
from Θ(N2) to Θ(N4).
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shared variables:
type Record ( rc: a pair of integers (orc, drc), where 0 ≤ orc < N and

−N < drc < N , initially (0, 0)
pred: a pair (predptr, prc), where predptr is NIL or a pointer to

a record and 0 ≤ prc < N is an integer, initially (NIL, 0)
del: { TRUE, FALSE, ‘head’ }, initially FALSE
done: { TRUE, FALSE}, initially FALSE)

Record Dummy = ((0,0), (NIL, 0), ‘head’, 0)
Tail: pointer to a record, initially points to Dummy

private variables:
mypred, ppred: pointer to a record
myprc, x, y: integer

Head(R :Record) % Precondition: R.del = FALSE, R.pred �= (NIL, −)
% Postcondition: returns TRUE, if R is the head of the list; otherwise, returns FALSE

H1: Update(R)
H2: (mypred,−) := R.pred

H3: return ((*mypred).del = ‘head’)

Append(R :Record) % Precondition: R.del = FALSE, R.pred = (NIL, 0)

A1: R.rc := (1, 1)
A2: mypred := fetch and store(Tail, &R)
A3: R.pred := (mypred, 0)

Delete(R :Record) % Precondition: R.del = FALSE, R.pred �= (NIL, −)

D1: R.del := TRUE
D2: Update(R)

D3: Remove(R)

Update(R :Record) % Precondition: R.pred �= (NIL, −)

U1: (mypred, −) := R.pred
U2: while (*mypred).del = TRUE do
U3: (ppred, −) := fetch and add((*mypred).pred, (0, 1))
U4: fetch and add((*ppred).rc, (1, 0))
U5: (−, myprc) := fetch and store(R.pred, (ppred, 0))
U6: (x, y) := fetch and add((*mypred).rc, (−1, myprc − 1))
U7: if (x, y) = (1, 1 − myprc) then

% Note that (*mypred).rc = (0, 0)
U8: Remove(*mypred)

end if
U9: mypred := ppred

end while

Remove(R :Record)

R1: if test and set(R.done) = TRUE then
R2: (mypred, myprc) := fetch and store(R.pred, (NIL, 0))

R3: (x, y) := fetch and add((*mypred).rc, (−1, myprc − 1))
R4: recycle(R)
R5: if (x, y) = (1, 1 − myprc) then

% Note that (*mypred).rc = (0, 0)
R6: Remove(*mypred)

end if

end if

Fig. 3. An Implementation of S-HAD with bounded space
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Due to their weaknesses, instead of adopting previous methods, we devise a
new reference counting method for our algorithm. In our new memory reclama-
tion method, each record has a pointer predptr, and an original reference counter
(orc), which stores an upper bound on the number of pointers in shared memory
that point to it. In addition to orc, each record also has two more counters, a
proactive reference counter (prc) and a distributed reference counter (drc). Both
prc and drc are used to keep track of pointers that have been read and may be
written to shared memory in the future.

R.prc stores the number of times R.predptr has been read since R.predptr
was last updated. This value is transferred to S.drc when R.predptr is changed
from pointing to S to pointing to another record. In general, for any record S,
the sum of the prc’s of all records that point to S plus S.drc is bounded above
by the number of times a pointer to S has been read minus the number of times
a pointer to S has been overwritten.

R.drc is stored together with R.orc in a single variable R.rc, so that they can
be accessed together. The range of orc is from 0 to N −1 and the range of drc is
from 1 − N to N − 1. Hence, rc = (drc,orc) can be represented using O(log N)
bits in a single word of memory. fetch and add(rc, (m, n)) can be simulated
by fetch and add(rc, m · 2�log2 N� + n).

R.prc is stored together with R.predptr in a single variable R.pred. Associ-
ating a pointer with a counter was also done in [6] and [8]. In [8], a wait-free
implementation of a pointer requires a complicated atomic operation. However,
in our algorithm, processes perform only read, write, fetch and add and
fetch and store operations on pointers. Pointers in [6] are similar to ours,
but are stored together with two integers.

Since the range of prc is from 0 to N − 1, pred can be represented using
�log2 N� bits in addition to the bits used for the pointer, all stored in one word.
Since we use only O(N2) records, a pointer can be represented using O(log N)
bits. fetch and add(pred, k) adds k to prc. In our algorithm, whenever predptr
is set to point to a record X , prc becomes zero, which can be accomplished by
fetch and store(pred, (&X, 0)).

Pseudo-code for the algorithm is presented in Figure 3. Head(R) is essentially
the same as in the previous algorithm. In Append(R), the owner of R sets R.rc
to (1,1) before appending R to the end of the sequence. Most of the differences
are inside the while loop of Update(R). Unlike the previous algorithm, R.pred
can now be changed by processes other than the owner of R, on lines U3 and
R2, but only after R has been logically deleted. This does not affect the RMA
complexity of Head(R), which is only performed while R is in the sequence.

To see how Update(R) was modified, consider the situation when process p,
which owns record R, wants to update R’s predecessor pointer to point to the pre-
decessor of its predecessor, i.e. R.predptr := (*R.predptr).predptr. Suppose X is
R’s predecessor, Y is X ’s predecessor, and p’s local variable mypred points to X .
To change R to point from X to Y , process p performs line U3, in which p atom-
ically reads X.predptr and increments X.prc using fetch and add. This indi-
cates that R will reference Y and it learned about Y from X . Next, p increments
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Y.orc on line U4. On line U5, p atomically changes R.predptr to Y , reads R.prc
into its local variable myprc, and resets R.prc to 0, using fetch and store.
Hence, myprc stores the number of processes that have accessed R.predptr
between the last two updates of R.predptr. Finally, on line U6, p atomically
decrements X.orc and adds myprc − 1 to X.drc, using fetch and add. The
distributed reference count is decremented, since R is no longer pointing to X .
The value that had been stored in R.prc before it was reset is transferred to
X.drc. Both of these are accomplished by adding myprc − 1 to X.drc.

When a process tries to physically delete a record R, it calls function
Remove(R). R can be physically deleted only when no record points to R, no
records will point to R, and lines D1 and D2 of Delete(R) have been completed.
R.orc = 0 indicates that no record currently points to R, and R.drc = 0 indi-
cates that no record will point to R. Hence, when R.rc = (0, 0) and Delete(R) is
completed, R can be physically deleted. To ensure that both conditions are met,
Remove(R) is called twice: one by the owner of R at the end of Delete(R) (line
D3) and the other by a process who finds that R.rc = (0, 0) during Update (line
U8) or Remove (line R6). Only the later of these two calls physically deletes
R by calling recycle(R) on line R4. recycle(R) can be either a system call that
deallocates R from memory or some function that moves R into a free list.

Remove(R) is called from exactly one of line U8 or line R6, so Remove(R) is
called exactly twice. To ensure that only the later call physically deletes R, we
use a test and set object, R.done, and only perform the rest of Remove if it
returns TRUE. Note that a record R can be physically deleted by any process,
although Delete(R) can be called only by the owner of R.

Remove is called recursively if physically deleting a record causes another
record’s reference counts to become (0, 0). When a process physically deletes a
record R, it also removes its pointer, R.predptr. If R.predptr pointed to another
record S, then S’s reference counts must be updated. This may cause S.rc to
become (0, 0) and, if it is, Remove(S) is called recursively on line R6. These
recursive calls add only O(k2) RMAs in total, if k is the number of processes
that appended a record before R and deleted it prematurely. Hence, it does not
affect the overall asymptotic RMA complexity of the algorithm.

Unlike the reference counting in [14], our algorithm allows each record to be
reclaimed by the system, provided the system calls for memory allocation and
deallocation each take O(1) RMAs. In this case, GetNewRecord in Figure 1 is
a system call for memory allocation and recycle(R) on line R4 of Figure 3 is a
system call for memory deallocation.

Alternatively, we can use a free list of length at most 3N for each process.
The reason 3N records per process suffice is discussed in the full paper. Each
process, p, maintains a Boolean array of size 3N , which indicates which records
are available. To get a new record, process p keeps checking each element of the
array until it finds a true bit. If the ith bit in the array is TRUE, p sets it to
FALSE and uses its ith record. When some process recycles the ith record of p,
it sets the ith element of p’s array to TRUE. Since p is the only process that sets
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Table 1. Local-spin abortable mutual exclusion algorithms

Scott [12] Jayanti [9] Danek and New Algorithm
Lee [3]

Atomic operations fetch and store, test and set,
used besides compare and swap ll/sc - fetch and add,

read and write fetch and store

Local-spin on CC Yes Yes Yes Yes

Local-spin on DSM Yes Yes Yes No

RMAs / passage O(1) Θ(log N) Θ(log N) O(1)
if no aborts ; Θ(N)

RMAs / passage unbounded Θ(log N) Θ(log N) O(N2)
; Θ(N)

space unbounded Θ(N) Θ(N) Θ(N2)

FCFS Yes Yes No ; Yes Yes

elements of its array to FALSE, no RMA is generated when p reads FALSE.
Therefore, both GetNewRecord in Figure 1 and recycle(R) on line R4 of Figure
3 generate only O(1) RMAs.

The resulting algorithm uses only O(N2) space. It also has the same RMA
complexity, O(N2), as the previous algorithm. Therefore, the abortable mutual
exclusion algorithm in Figure 1 using this implementation of S-HAD is local-
spin, uses O(N2) space, has O(N2) RMA complexity, and each process performs
O(k2) RMAs per passage, where k is the number of processes that began the
trying protocol immediately beforehand and subsequently aborted.

6 Conclusions

We presented a local-spin abortable mutual exclusion algorithm with O(N2)
space, in which each process performs O(1) RMAs for each entry to the crit-
ical section when no processes abort, and each process performs O(k2) RMAs
when aborts occur in the CC model, where k is the number of processes that
abort. Table 1 compares our algorithm with previous abortable mutual exclusion
algorithms.

Our algorithm performs more RMAs per passage than Jayanti’s and Danek
and Lee’s in the worst case, but fewer when no aborts occur. If k = o(

√
log N)

processes began the trying protocol immediately before process p and subse-
quently aborted, then p performs o(log N) RMAs per passage in our algorithm,
which is better than Jayanti’s or Danek and Lee’s algorithms. It would be inter-
esting to compare the experimental performance of our algorithm with the other
algorithms.

It is open whether Ω(N2) space and RMAs are necessary in the CC model, if
each process performs a constant number of RMAs when no processes abort. It
is also open whether there exists a local-spin abortable mutual exclusion algo-
rithm in the DSM model with bounded space and RMAs, in which each process
performs a constant number of RMAs when no processes abort.
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